
Visualizing Association Rules: Introduction to the

R-extension Package arulesViz

Michael Hahsler

Southern Methodist University
Sudheer Chelluboina

Southern Methodist University

Abstract

Association rule mining is a popular data mining method available in R as the ex-
tension package arules. However, mining association rules often results in a very large
number of found rules, leaving the analyst with the task to go through all the rules and
discover interesting ones. Sifting manually through large sets of rules is time consuming
and strenuous. Visualization has a long history of making large data sets better accessi-
ble using techniques like selecting and zooming. In this paper we present the R-extension
package arulesViz which implements several known and novel visualization techniques to
explore association rules. With examples we show how these visualization techniques can
be used to analyze a data set.
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1. Introduction

Many organizations generate a large amount of transaction data on a daily basis. For exam-
ple, a department store like “Macy’s” stores customer shopping information at a large scale
using check-out data. Association rule mining is one of the major techniques to detect and
extract useful information from large scale transaction data. Mining association rules was fist
introduced by Agrawal, Imielinski, and Swami (1993) and can formally be defined as:

Let I = {i1, i2, . . . , in} be a set of n binary attributes called items. Let D = {t1, t2, . . . , tm}
be a set of transactions called the database. Each transaction in D has an unique transaction
ID and contains a subset of the items in I. A rule is defined as an implication of the form
X ⇒ Y where X, Y ⊆ I and X ∩ Y = ∅. The sets of items (for short itemsets) X and Y
are called antecedent (left-hand-side or LHS) and consequent (right-hand-side or RHS) of the
rule. Often rules are restricted to only a single item in the consequent.

Association rules are rules which surpass a user-specified minimum support and minimum
confidence threshold. The support supp(X) of an itemset X is defined as the proportion of
transactions in the data set which contain the itemset and the confidence of a rule is defined
conf(X ⇒ Y ) = supp(X ∪ Y )/supp(X). Therefore, an association rule X ⇒ Y will satisfy:

supp(X ∪ Y ) ≥ σ

and
conf(X ⇒ Y ) ≥ δ

where σ and δ are the minimum support and minimum confidence, respectively.
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Another popular measure for association rules used throughout this paper is lift (Brin, Mot-
wani, Ullman, and Tsur 1997). The lift of a rule is defined as

lift(X ⇒ Y ) = supp(X ∪ Y )/(supp(X)supp(Y ))

and can be interpreted as the deviation of the support of the whole rule from the support
expected under independence given the supports of both sides of the rule. Greater lift values
(� 1) indicate stronger associations. Measures like support, confidence and lift are generally
called interest measures because they help with focusing on potentially more interesting rules.

For a more detailed treatment of association rules we refer the reader to the in introduction
paper for package arules (Hahsler, Buchta, Grün, and Hornik 2010; Hahsler, Grün, and Hornik
2005) and the literature referred to there.

Association rules are typically generated in a two-step process. First, minimum support is
used to generate the set of all frequent itemsets for the data set. Frequent itemsets are itemsets
which satisfy the minimum support constraint. Then, in a second step, each frequent itemsets
is used to generate all possible rules from it and all rules which do not satisfy the minimum
confidence constraint are removed. Analyzing this process, it is easy to see that in the worst
case we will generate 2n − n − 1 frequent itemsets with more than two items from a database
with n distinct items. Since each frequent itemset will in the worst case generate at least two
rules, we will end up with a set of rules in the order of O(2n). Typically, increasing minimum
support is used to keep the number of association rules found at a manageable size. However,
this also removes potentially interesting rules with less support. Therefore, the need to deal
with large sets of association rules is unavoidable when applying association rule mining in a
real setting.

Visualization is successfully used to communicate both abstract and concrete ideas in many ar-
eas like education, engineering and science (Prangsmal, van Boxtel, Kanselaar, and Kirschner
2009). According to Chen, Unwin, and Hardle (2008), the application of visualization falls
into two phases. First, the exploration phase where the analysts will use graphics that are
mostly incompatible for presentation purposes but make it easy to find interesting and impor-
tant features of the data. The amount of interaction needed during exploration is very high
and includes filtering, zooming and rearranging data. After key findings are discovered in the
data, these findings must be presented in a way suitable for presentation for a larger audi-
ence. In this second phase it is important that the analyst can manipulate the presentation
to clearly highlight the findings.

Many researchers introduced visualization techniques like scatter plots, matrix visualizations,
graphs, mosaic plots and parallel coordinates plots to analyze association rules (see Bruzzese
and Davino (2008) and Jentner and Keim (2017) for a recent overview). This paper discusses
existing techniques and demonstrates how their implementation in arulesViz can be used
via a simple unified interface. We extend most plots using techniques of color shading and
reordering to improve their interpretability. Finally, this paper also introduces a completely
new method called “grouped matrix-based visualization” which is based on a novel way of
clustering rules. Clustering rules is usually based on distances defined on the items included
in the rules or on shared transactions covered by the rules. However, here we cluster rules
especially for visualization using similarities between sets of values of a selected interest
measure.

The rest of the paper is organized as follows. In Section 2 we give a very short example of
how to prepare data using package arules and then introduce the unified interface provided
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by arulesViz for association rule visualization. In Sections 3 to 8 we describe the different
visualization techniques and give examples. Most of the techniques are enhanced using color
shading and reordering. Grouped matrix-based visualization in Section 5 is a novel visual-
ization technique. In Section 9 compares the presented visualization techniques. Section 11
concludes the paper.

2. Data preparation and unified interface of arulesViz

Before we start, we set the number of displayed significant digits to two to make the output
easier to read, and we set the seed for the random number generator for predictability.

> options(digits = 2)

> set.seed(1234)

To use arulesViz we fist have to load the package. The package automatically loads other
needed packages like arules (Hahsler et al. 2010) for handling and mining association rules.
For the examples in this paper we load the “Groceries” data set which is included in arules.

> library("arulesViz")

> data("Groceries")

Groceries contains sales data from a local grocery store with 9835 transactions and 169 items
(product groups). The summary shows some basic statistics of the data set. For example,
that the data set is rather sparse with a density just above 2.6%, that “whole milk” is the
most popular item and that the average transaction contains less than 5 items.

> summary(Groceries)

transactions as itemMatrix in sparse format with

9835 rows (elements/itemsets/transactions) and

169 columns (items) and a density of 0.026

most frequent items:

whole milk other vegetables rolls/buns soda

2513 1903 1809 1715

yogurt (Other)

1372 34055

element (itemset/transaction) length distribution:

sizes

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

2159 1643 1299 1005 855 645 545 438 350 246 182 117 78 77 55

16 17 18 19 20 21 22 23 24 26 27 28 29 32

46 29 14 14 9 11 4 6 1 1 1 1 3 1

Min. 1st Qu. Median Mean 3rd Qu. Max.
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[3] {flour, baking powder} => {sugar} 0.0010 0.56

coverage lift count

[1] 0.0019 19 12

[2] 0.0019 17 12

[3] 0.0018 16 10

However, it is clear that going through all the 5668 rules manually is not a viable option.
We therefore will introduce different visualization techniques implemented in arulesViz. All
implemented visualization techniques share the following interface:

> args(getS3method("plot", "rules"))

function (x, method = NULL, measure = "support", shading = "lift",

limit = NULL, interactive = NULL, engine = "default", data = NULL,

control = NULL, ...)

NULL

where x is the set of rules to be visualized, method is the visualization method, and measure

and shading contain the interest measures used by the plot. Further arguments are described
in the manual page.

Using engine, different plotting engines can be specified to render the plot. the default engine
typically uses grid, many plots can also be rendered using the engine "htmlwidget" resulting
in an interactive HTML widget.

In the following sections we will introduce the different visualization methods implemented
in arulesViz and demonstrate how easy it is to use them.

3. Scatter plot

A straight-forward visualization of association rules is to use a scatter plot with two interest
measures on the axes. Such a presentation can be found already in an early paper by Bayardo,
Jr. and Agrawal (1999) when they discuss sc-optimal rules.

The default method for plot() for association rules in arulesViz is a scatter plot using support
and confidence on the axes. In addition a third measure (default: lift) is used as the color
(gray level) of the points. A color key is provided to the right of the plot.

> plot(rules)

This plot for the rules mined in the previous section is shown in Figure 1. We can see that rules
with high lift have typically a relatively low support. Bayardo, Jr. and Agrawal (1999) argue
that the most interesting rules (sc-optimal rules) reside on the support/confidence border,
which can be clearly seen in this plot. We will show later how the interactive features of this
plot can be used to explore these rules.

Any measure stored in the quality slot of the set of rules can be used for the axes (vector of
length 2 for parameter measure) or for color shading (shading). The following measures are
available for our set of rules.
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Scatter plot for 5668 rules

Figure 1: Default scatter plot.

> head(quality(rules))

support confidence coverage lift count

1 0.0011 0.73 0.0015 2.9 11

2 0.0012 0.52 0.0023 2.8 12

3 0.0013 0.59 0.0022 2.3 13

4 0.0013 0.57 0.0023 2.2 13

5 0.0013 0.52 0.0025 2.0 13

6 0.0037 0.64 0.0057 2.5 36

These are the default measures generated by Apriori. To add other measures we refer the
reader to the function interestMeasure() included in arules. For example we can customize
the plot by switching lift and confidence:

> plot(rules, measure = c("support", "lift"), shading = "confidence")

Figure 2 shows this plot with lift on the y-axis. Here it is easy to identify all rules with high
lift.

Unwin, Hofmann, and Bernt (2001) introduced a special version of a scatter plot called Two-
key plot. Here support and confidence are used for the x and y-axes and the color of the
points is used to indicate “order,” i.e., the number of items contained in the rule. Two-key
plots can be produced using the unified interface by:

> plot(rules, method = "two-key plot")
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visualization using htmlWidgets with examples is describe in Hahsler (2017).

11. Conclusion

Association rule mining algorithms typically generate a large number of association rules
which poses a major problem for understanding and analyzing rules. In this paper we pre-
sented several visualization techniques implemented in arulesViz which can be used to explore
and present sets of association rules. In addition we present a new interactive visualization
method called grouped matrix-based visualization which can used to effectively explore large
rule sets.
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